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Abstract

The amount of paintings in the world vastly surpasses
the number of people who can properly classify them. Deep
learning models have the potential to bridge the gap, but
accuracy remains a concern, especially with little anno-
tated data to train on. Through expansion of the popu-
lar WikiPaintings [11] dataset using more diverse paint-
ing styles, we shallowly re-trained three pre-trained im-
age classification networks. These models (ResNet50 [5]
trained on ImageNet [3], ResNet50 trained on Stylized Im-
ageNet [4], and RASTA [7]) performed well, exhibiting re-
sults that aligned with our initial predictions. Despite the
increases in overall performance, some per-class accura-
cies suffered, especially in harder to decipher classes (e.g.
High Renaissance vs Late Renaissance). Results indicate
that while the performance boosts were substantial, further
exploration using more synthetically varied data could lead
to even better results.

1. Introduction

In the world of art, there are hundreds, maybe thousands
of different styles of paintings, each of which boasts tens of
thousands of examples. With such a vast number of styles
and an even larger quantity of paintings, it becomes in-
tractable for museums and art galleries to correctly classify
and organize their inventory – especially when this classifi-
cation depends on a niche group with art history experience.
The average person would be hard pressed to tell a baroque
from a rococo, so the few who are equipped to make such
decisions are left to tackle hundreds of thousands of paint-
ings on their own. To alleviate this, there have been efforts
to create neural networks that could bear some of the bur-
den, automatically categorizing paintings with unambigu-
ous classification, leaving the historians more time to debate
the nuance in specific pieces.

Work on automatic art classification has seen a steady, if

minute, increase over time, with newer deep learning mod-
els breaking 50% accuracy. The most robust of these was
the RASTA model [7], which achieved an accuracy of 62%.
This model, however, was trained and tested only on art
styles that had enough data in the WikiPaintings dataset.
These proved to be mainly Euro-centric styles; genres from
smaller countries or more obscure, foreign styles, have less
than 200 paintings compared to the tens of thousands avail-
able for the likes of Renaissance art (Which itself is present
as several sub-categories). Other papers on the identifica-
tion of people in artwork faced a similar challenge, wherein
the authors noted the level of difficulty in finding a more
representative data set [6]. In the previous paper, the authors
recognized that a large source of bias originated from a lack
of racial representation, especially if the data set skewed to-
ward Europe and the Americas – a finding that was evident
from the neural network’s poor ability to locate people in
Japanese art.

Our project set out to create a more robust art style clas-
sification model, focusing on introducing a more varied
dataset to mitigate biases. Our main goal was to expand
on the work of previous models and to include new, more
representative data. We hypothesized that the inclusion of
underrepresented styles will not only increase the styles the
model can recognize, as is expected, but also enhance the
model’s ability to recognize art from the original dataset.

1.1. Why Domain Transfer?

No matter how well a model transfers between differ-
ent domains, one can always achieve a greater accuracy
by training a CNN from the ground-up for a specific task.
Thus, it naturally comes to mind: why not make an art style
classification CNN? In addition to the obvious resource and
time constraints that are inherent to a one-semester class
project, a model created from the ground up for art style
classification is only useful if there is an abundance of data,
such that a golden standard can be created for comparable
testing. As it currently stands, the largest publicly available
annotated painting dataset is WikiPaintings, which stands at
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about 80,000 images. Removing classes that are too small
for any meaningful learning, and the number gets closer to
70,000, or an average of 2,700 per class (25 classes; also
important to note that this average is not reflective of the
actual dataset, which is imbalanced). Thus, while training
a model from scratch will yield to better results, it is hard
to justify the increased time and resource cost when any
addition to the small dataset would drastically shift results.
Instead, developing a robust retraining protocol allows us
to take advantage of advances in the field of general image
classification, and maintains the flexibility needed to incor-
porate new classes as datasets are released.

2. Methods
2.1. Image Dataset

To keep the work manageable yet impactful, we fo-
cused on extending the publicly available WikiPaintings
[11] dataset. We achieved this by using The Metropoli-
tan Museum of Art’s Open Access API [8], creating our
own ”fake” categories out of commonalities between paint-
ings. We decided to synthesize our own categories for two
reasons: first, it allowed us to add un-classified data to
our dataset, which is crucial when our goal is to add less-
represented styles. Second, the actual name of the category
does not matter, and can be changed at any time, as long as
the images within the category share some defining features.
To this end, we were able to create 3 new datasets from the
Met Open Access: Islamic Art, Islamic Textiles, and Ukiyo-
e. The artworks that were categorized by the Islamic Art
department of the Met are varied enough that they could be
split into two different categories within the dataset. Islamic
Art and Islamic Textiles are brand new, while Ukiyo-e is ac-
tually already present in the WikiPaintings dataset, but to a
much lesser extent (the data we found doubled the original
1,000 images, bolstering the smallest class in the dataset).
We also found a set of about 2000 paintings that depict Chi-
nese Landscapes [13] in a consistent style, which we also
included.

Overall, we extended the dataset by about 8000 images,
an increase of about 10%. While on the lower side, the
smallest of our added data was still in the ballpark of the
smallest of the original data.

As a side note: the training, validation, and testing splits
were not modified from the original RASTA repository,
which downloads a .tar file with the data already split. This
ensures that our retraining and retesting of the model was
not skewed by the model testing on data it had already
trained on.

2.2. Image Transformation

For model training, all images were resized to 224 by
224. To increase robustness in models that were not pre-

viously trained on art style classification, random flipping,
resizing, and cropping was introduced (note that the resiz-
ing still resulted in a 224 by 224 image).

2.3. Models

To avoid reinventing the wheel, we chose 3 pre-trained
models. The first of these is the RASTA model [7], which
is a ResNet50 [5] model originally trained on ImageNet,
and then deeply retrained (20 layers) for art style classifi-
cation. We chose this because it was the best model that
could do art style classification ”out of the box”, and would
allow us to most accurately define the effects of our new
data. Our second model was also a ResNet50 model trained
on ImageNet [3] (henceforth referred to as the ImageNet
model), but without any deep retraining. Our last model is
a ResNet50 trained on Stylized ImageNet (henceforth re-
ferred to as the StyleNet Model), the Bethge Lab’s solution
to texture-dependency in classic ImageNet models [4]. We
chose this last model to better help us understand how tex-
ture and shape influence art style classification.

2.3.1 Training

The ImageNet and StyleNet models were trained on both
the original and the extended datasets, while the RASTA
model was only trained on the extended dataset (retraining
on the original dataset would have been redundant).

2.3.2 Pytorch Models (ImageNet and StyleNet)

For the Pytorch [9] models, images in the training set had
a random resized crop, a random horizontal flip, and were
then normalized. Images in the validation and testing were
simply center cropped and resized. All resulting images
were 224 by 224 by 3. A batch size of 32 was used, and the
training/validation/testing splits were maintained from the
original RASTA paper; all additional data was distributed
between the three splits in proportions mirroring the origi-
nal distribution (about 80:10:10).

Both models had the final layer (which output ImageNet
predictions) replaced with a fully connected layer that out-
put to a number nodes equal to the number of classes, with
a softmax activation. All weights outside of this final fully
connected layer were frozen, leading to about 51,000 train-
able parameters for the original dataset and about 57,000
for the extended dataset. The models were trained for 25
epochs, using a Stochastic Gradient Descent optimizer with
learning rate of 0.001, momentum of 0.9. The learning rate
was decayed by a factor of 0.1 after every 7 epochs.

As mentioned before, the ImageNet model was a pre-
trained Wide ResNet 50 loaded from Pytorch’s list of pre-
trained models. The StyleNet model was loaded using the
model loader included in the Bethge Lab’s github repo.



2.3.3 Tensorflow Model (RASTA)

For the Tensorflow [1] models, images in the training, vali-
dation, and testing sets were resized, while the training set
had an added random horizontal flip. Images also had to
be converted from RGB to BGR to be compatible with the
RASTA model. This was done using Keras’s [2] built in
utilities. Similar to the Pytorch models, a fully connected
layer was added in place of the final layer, again with a
softmax. Weights were again frozen in such a way that
the model had the same number of trainable parameters
as above (note: no modifications were done to the original
RASTA model, which was evaluated as is).

The models again used a batch size of 32 across 25
epochs, this time with an RMSprop optimizer to accurately
replicate the RASTA paper.

2.4. Model Testing

Outside of the training and validation accuracies re-
ported during model fitting, we calculated Top-k accuracy
and per-class accuracy (the former script was modified from
the community, the latter from the official Pytorch docu-
mentation). The script relied purely on tensor mathematics,
which made it possible to port over to Tensorflow with some
changes.

2.5. Human Testing

Our experiment was designed using PsychoPy [10] and
consisted of a match-to-sample task for 3 images per art
style category, totalling to 84 stimulus images. Each experi-
ment ran through one iteration of all the stimuli, where each
image was chosen at random and flashed for 400 ms, with
experiments lasting around 4 minutes. After the stimulus
image was flashed, two sample images were shown on the
screen: one random image in the same art style of the sam-
ple image, and one random image of a different art style.
The participant was asked to choose the image that seems
most similar in art style to the stimulus image. All three
images were recorded, as well as the participant’s answer
of either the left or right key. An example of the match-to-
sample task is shown in Figure 1 and Figure 2. 20 par-
ticipants from the MIT community were recorded as they
completed the experiment alone with no access to other re-
sources.

Figure 1. Example of stimulus image, flashed for 400 ms

Figure 2. Example of sample images. A participant would now
choose between the left and right image

3. Results

3.1. Model Results

3.1.1 ImageNet vs StyleNet

We were interested in seeing how the ImageNet model
stacked up against the less texture-reliant StyleNet. The
Top-k accuracies were surprisingly close, with the Ima-
geNet model boasting 44.1%, 72.5%, and 84.1% Top-1,
Top-3 and Top-5 on the original dataset, respectively. In
these same circumstances, the StyleNet model had 43.9%,
72.2%, and 84.7%. While these differences are negligible,
the data gets more interesting when calculated per class,
as seen in Figure 3. The black line denotes the RASTA
model’s overall top-1 accuracy.



Figure 3. Bar Graph Comparing StyleNet and ImageNet model
accuracies per class. Black line represents RASTA top-1 accuracy
on the same dataset

Looking at this graph, we notice that the accuracies vary
per-class, going as low as 18.5% on Mannerism and as high
as 70.1% on Impressionism. We can better view the direct
differences between the two models in Figure 4

Figure 4. Difference in top-1 accuracy between the StyleNet and
ImageNet models (blue means StyleNet is better)

The results are as expected, with ImageNet perform-
ing better on more texture based styles like Impression-
ism and Realism, and StyleNet performing better on more
shape based styles like Cubism and Primitivism. Interest-
ingly, Minimalism, which is defined by minimal colors and
shapes, is classified much more accurately by the ImageNet

model.

Using the extended dataset leads to some interesting
changes, with some accuracy differences increasing in mag-
nitude and others flipping. Looking at Figure 5, we see the
ImageNet model widen its gap in Northern Renaissance and
Minimalism the most, with 8 and 7 percent gaps, respec-
tively.

Figure 5. Difference in top-1 accuracy between the StyleNet and
ImageNet models (blue means StyleNet is better). Using the Ex-
tended Dataset.

On the other hand, we see some gaps shrink, with Cu-
bism becoming much more equal between the two mod-
els and Abstract Art now leaning more heavily towards the
StyleNet model. One theory is that the ImageNet model
that was used in this study is more advanced than the one
that was originally retrained on Stylized ImageNet. We also
see some gaps in accuracy on the new classes, but these are
better understood by looking at Figure 6, where we can see
that both models performed exceptionally well on the new
classes, breaking 80% accuracy on the now-larger Ukiyo-
e, as well as Islamic Textiles and Chinese Landscapes, and
hovering just below 80% on Islamic Art. We hypothesize
that this exceptional performance is due to the distinctness
of the added and extended classes.



Figure 6. Bar Graph Comparing StyleNet and ImageNet model
accuracies per class. Black line represents RASTA top-1 accuracy
on the same dataset

3.1.2 StyleNet vs RASTA

For the sake of simplicity, moving forward we will focus our
comparisons between the StyleNet model and the RASTA
model. As expected and as seen above, the RASTA model
benefited greatly from the expanded dataset, with a 5.6%
jump in Top-1 Accuracy. Looking at how the models per-
formed on the original dataset, we see improvements across
the board( Figure 9). These improvements become even
more pronounced when training off of the extended dataset,
as seen in Figure 10. Notice, however, how the small-
est differences were in the extended datasets. While this
is not necessarily expected, it is explainable: we specifi-
cally chose to add classes that were unique and distinct from
the rest of the original dataset, and as such the non-RASTA
models performing nearly as well on these classes is not
completely unexpected.

Figure 7. Difference in top-1 accuracy between the StyleNet and
RASTA models (blue means RASTA is better)

Figure 8. Difference in top-1 accuracy between the StyleNet and
RASTA models (blue means RASTA is better). Extended Dataset
is used.

3.1.3 RASTA vs RASTA Ext.

To fully isolate the effects of the extended dataset, we com-
pare the differences between the RASTA model trained on
both the base and extended datasets, as seen in Figure 11.



Figure 9. Difference in top-1 accuracy between the RASTA mod-
els (blue means the Extended Dataset Model is better). Keep in
mind Ukiyo-e dataset is an extended dataset.

While the extended dataset did increase accuracy in
many classes, there were some classes that suffered. These
classes tended to be ones that are more varied, with multi-
ple different kinds of textures and object styles. It is pos-
sible that with the increased diversity in classes, the model
had more difficulty assigning multiple features to one class,
and thus the accuracy suffered. This could be alleviated by
deeper training, as well as more data points.

3.2. Discrepancies from the Original Paper

Throughout work for this paper, some discrepancies
between our results and the original RASTA paper were
found. Most of these discrepancies probably resulted from
lack of access to the full dataset that was used in the original
paper, which is not publicly available. We hypothesize that
the effects of this were actually minimized due to general
advances in classification models. To test this hypothesis,
we trained another pre-trained Image Net model,this time a
ResNext [12] model. This model outperformed our first Im-
ageNet model as well as the ResNet model from the original
paper.

3.3. Human Results

We collected data from 20 participants around the MIT
community where each participant completed a match-to-
sample task for 3 images per art style.

3.3.1 Art Style Categorization Accuracy

Using the data from our experiment, we were able to com-
pute the sample human accuracy and standard deviation for
each art style, shown in Figure 12. Averaging all art styles
together, we get a human classification accuracy of 71%

with a standard deviation of 25%. We recognize that the
variability of this data is quite high: increasing the amount
of stimulus used per art style and increasing the amount of
participants would help decrease this variance. As seen in
Figure 12, the underrepresented art styles that were added
to the data set have some of the highest classification ac-
curacy and lowest standard deviation. Again, we believe
this is due to the distinctness of the added styles. We also
see that other unique art styles like Cubism were classified
fairly well, while styles with broader classifications had low
accuracy and high standard deviation.

Figure 10. Accuracy and standard deviations for each art style
using the human experiment data.

3.3.2 Multidimensional Scaling

We performed Multidimensional Scaling (MDS) to analyze
the similarity between art styles based on the data collected
in our human experiment, shown in Figure 13 . We cre-
ated a symmetric confusion matrix of dissimilarity for all
art styles in our human experiment, with both the columns
(X) and rows (Y) being each art style. The value between
art style X and art style Y is the percentage that X was clas-
sified correctly when being compared to Y. This gave us
the dissimilarity for each pair of art styles, where a higher
value represents a higher dissimilarity. Using these dissim-
ilarities, we used MDS to create a map where the distances
between art styles is representative of how similar the art
styles seemed to the participants. Art styles that are closer
in distance seemed more similar to the participants and were
confused more often, while farther art styles were not con-
fused as often. This analysis follows our understanding of
the art styles used. The underrepresented data we added is
fairly close together, as well as art styles that are classified
similarly (e.g. Northern and Early Renaissance).



Figure 11. 2D representation of the similarity between art styles,
computed using Multidimensional Scaling.

3.4. Comparing Model to Human Accuracy

In order to compare the classification accuracy of mod-
els and humans, we tested the re-trained RASTA model on
the 84 images used in the human experiment. We calcu-
lated classification accuracy of the model for each art style
by averaging the confidence percentage of the correct clas-
sification for the 3 images per style. We then compared the
model’s accuracy to the human accuracy computed in Sec-
tion 3.3.1, shown in Figure 14. The model seems to out-
perform our participant data in several art styles, including
most of the underrepresented styles. However, due to the
few art styles the model struggles with (e.g. Abstract Art,
Mannerism), the overall accuracy does not outperform the
human data. The model has an overall accuracy of 63% on
this data set, while the participants had an overall accuracy
of 71%. (Keep in mind that our sample size is fairly small,
with 3 images per class and 20 participants. We do not nec-
essarily expect untrained participants to perform similarly
over a larger set of stimuli. Additionally, our re-trained
ResNext model performs more similarly to the subjects.)

Figure 12. Art Style Classification Accuracy of the model vs Hu-
man.

4. Conclusions
Through our results, we see that the ImageNet and

StyleNet models both performed decently well, but in dif-
ferent capacities. While there is not a clear winner between
the two, the differences in accuracies are worth exploring.
A model that is trained on stylized versions of the dataset,
similar to the Bethge Lab paper, could learn to pickup more
kinds of features and thus get the best of both models.

Additionally, our experiment with ResNext proved that
newer Image Net trained models with better accuracy trans-
ferred this better performance to the art style classification
task. Both the RASTA paper and the Bethge Lab paper are
quite dated in terms of machine learning, releasing in 2017
and 2018, respectively. A one-to-one recreation of these pa-
pers with more modern models could boast improvements
with no further tweaking.

Finally, our comparison of the model to human subjects
showed that using models for art style classification shows
promise. In Section 3.4, we saw the model significantly
outperform the average participant in 12 out of the 28 cate-
gories, which bodes well for automated art style classifica-
tion.

5. Future Work
Future work would be defined by a more faithful recre-

ation of the papers. A possible workflow, which we foresee
having sizable improvements, could be training a newer and
better pre-trained Image Net model on Stylized ImageNet,
and then deeply retraining on both the art style images and
stylized art style images.

Additionally, during the course of this work we decided
not to use Style Transfer to artificially expand any datasets.
This was mostly due to lack of time as well as expertise
in terms of Style Transfer calibration. In the future, using
Style Transfer to artificially create more data points in the
training set could help balance out the sizes of the classes
and thus lead to better performance.

5.1. Difficulties

The biggest difficulties specific to the machine learn-
ing portion of this paper were resources. Training models
is expensive, especially when there are 5 different models
that need to be trained and tested, sometimes twice to val-
idate results. We were luckily able to leverage the IBM-
MIT Satori cluster, which gives anyone on campus access
to NVIDIA Tesla V100s, which were powerful enough to
train the RASTA models in 90 minutes and the non-RASTA
models in 180 minutes. Of course, using this cluster was
not without its own issues: the cluster architecture is Pow-
erPC64 (more accurately IBM’s Power9 chips), which lead
to severe restrictions in terms of the software we were able
to run. Due to a lack of binaries, we were only able to run



GPU-supported Tensorflow and Pytorch through IBM pro-
vided containers, both of which were not fully up-to-date.
Solving this issue would both make training and testing eas-
ier, and allow for more experimentation.

More generally, data collection for paintings remains
very challenging, and until a large and well-funded initiative
sets out to fix that, it will remain that way. While images
ARE available, they are not annotated. Until software en-
gineers become art historians, we are at the mercy of other
organizations and their efforts in mass art style classifica-
tion.

5.2. Code Availability

Code is available at Sami’s Github. Note that the code is
shared for transparency, and no attempt was made to make
it easy to reproduce: despite this, the code is mostly self-
documenting.
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